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Introduccion

 GNU/Linux en Wikipedia
» Uso de Linux en los grandes servidores. (linux 80% de cuota total).
« Servidores de hosting méas fiables (Junio 2011).

Los sistemas GNU/Linux son ideales para albergar cualquier tipo de servicio, en
nuestro caso para todos aquellos servicios relacionados con el buen
funcionamiento de la red (DNS, Web, Correo, etc.).

La principal caracteristica de estos sistemas en un entorno de computadores
servidor es por un lado la fiabilidad y rendimiento del sistema, y por otro lado
la libre disposicion de todo tipo de herramientas open-source. La practica
totalidad de servicios que montemos en estas computadores tienen disponibles
las fuentes de las aplicaciones en repositorios abiertos, por lo que esto nos
facilitara cualquier labor administrativa, como puede ser compilar un pequefo
cambio o realizar una configuracion del entorno a medida.

Qué distribucion utilizar

* http://es.wikipedia.org/wiki/Distribucién_linux
Una distribuciéon de Linux nos proporciona un kernel de Linux junto con una
serie de utilidades administrativas y un sistema de empaquetado de software
(binario normalmente), personalizado en funcién del mercado al que vaya
dirigido (escritorio, servidor, portatiles).

La distribucién que deberemos utilizar es aguella con la que nos sentamos mas
coémodos. Dependiendo del hardware y de nuestra experiencia pueden ser mas
0 menos recomendables unas distribuciones sobre otras.

Debian. Distribucién por excelencia para servidores.
Ubuntu (Server edition).

e Fedora.

e Arch Linux.

» Gentoo.

Optware + OpenWRT.



http://creativecommons.org/licenses/by-sa/3.0/es/
https://openwrt.org/
http://www.nslu2-linux.org/wiki/Optware/HomePage
http://www.gentoo.org/
http://www.archlinux.org/
http://fedoraproject.org/
http://www.ubuntu.com/
http://www.debian.org/
http://es.wikipedia.org/wiki/Distribuci%C3%B3n_linux
http://news.netcraft.com/archives/2011/06/01/most-reliable-hosting-company-sites-in-may-2011.html
http://www.top500.org/stats/list/36/os
http://es.wikipedia.org/wiki/GNU_Linux

Hardware para una distribucion UNIX

La potencia que nos puede proporcionar una distribucidon Linux, capaz de
realizar cualquier tarea de propdsito general, en conjunto con una hardware
adecuado (bajo consumo, bajo coste) optimizara al maximo la solucién a

nuestras necesidades. En las imagenes,

ponemos como ejemplo hardware de

Alix, RaidSonic, Synology o Qnap por tener algunas referencias de hardware
especifico pensado para funcionar con una distribucién Linux, aunque hay gue
recordar que podemos montar nuestro servidor sobre cualquier PC genérico.

Alix

Caracteristicas (Aproximadas)

Consumo: 5W

RAM: 128 o 256MB

CPU: 433 0 500Mhz

USB, Ethernet, MiniPClI

Bajo precio, bajo consumo,
rendimiento moderado

http://pcengines.ch/alix.htm

RaidSonic ICY BOX 4220

Caracteristicas (Aproximadas)

Consumo: 25W

RAM: 256MB

CPU: 400Mhz

USB, Ethernet

Bajo precio, bajo consumo,
rendimiento adecuado

http://nas-4220.org

Synology 411

Caracteristicas (Aproximadas)

Consumo: 60W

RAM: 1GB

CPU: 1,8Gz dual core

USB, Ethernet gigabit

Alto precio, bajo consumo, alto
rendimiento



http://nas-4220.org/
http://pcengines.ch/alix.htm

http://www.synology.com/mx/products/DS411+Il/index.php

QNAP 459 Caracteristicas (Aproximadas)

Consumo: 35W

RAM: 1GB

CPU: Atom dual core

USB, Ethernet gigabit

Alto precio, bajo consumo, alto
rendimiento

http://www.gnap.com/pro_detail feature.asp?p_id=144

Webmin

e http://www.webmin.com
e http://es.wikipedia.org/wiki/Webmin

Webmin es una herramienta de apoyo a la administracién/configuracion de
diferentes servicios del sistema (o incluso el mismo sistema) via web,
facilitdndonos el proceso de puesta en marcha de cualquier utilidad gracias a
un entorno pensado para enmascarar los detalles mas técnicos (diferentes
archivos de configuracion, diferentes sintaxis, etc). Ademas nos permite
asignar privilegios especificos a usuarios a los que queremos delegar la
responsabilidad sobre determinados apartados de nuestro servidor.

Configuracion

La practica totalidad de configuraciéon de Webmin se realiza via web, pero hay
algunos apartados que no hay méas remedio que configurarlos a través de
archivos de configuraciéon. Veamos los principales archivos que deberemos
modificar para poner en marcha Webmin en nuestro sistema.

miniserv.conf

En este archivo de configuraciéon definiremos, a través de directivas, el
funcionamiento del servicio web a través del cual funcionarda Webmin. Veamos
las mas importantes:

port=10000


http://es.wikipedia.org/wiki/Webmin
http://www.webmin.com/
http://www.qnap.com/pro_detail_feature.asp?p_id=144
http://www.synology.com/mx/products/DS411+II/index.php

allow=127.0.0.1 192.168.1.0/24

La autenticacidén de usuarios de Webmin se realiza a través de un archivo de
contrasefas, definido mediante la siguiente directiva en miniserv.conf:

userfile=/etc/webmin/miniserv.users

Podemos cambiar la contraseia o el usuario de administracion de Webmin
desde linea de comandos utilizando un script lamado changepass.pl.

/usr/libexec/webmin/changepass.pl /etc/webmin admin foo

Capturas de pantalla de Webmin

Login:

Login to Webmin

You must enter a usemame and password to login to the Webmin server on

Username

Password

Pagina principal:

Login: root

& webmin

@ System

O servers

@ others
Networking

O Hardware

@ cluster

@ Un-used Modules
Search:

iy View Module's Logs
B System Information
k- Refresh Modules
© Logout

Configuracion de Webmin:

192.168.1.129.

— Remember login permanently?
Login Clear

System hostname
Operating system
Webmin version
Time on system
Kernel and CPU
Processor information
System uptime
Running processes
CPU load averages
CPU usage

Real memory

Virtual memory

Local disk space

weomin

heimdal

Archlinux

1.550

Thu Jun 16 21:56:46 2011

Linux 2.6.39-ARCH on x86_64

Intel{R) Core(TM)2 Duo CPU L9400 @ 1.86GHz, 1 cores
0 hours, 6 minutes

56

0.25 (1 min) 0.25 (5 mins) 0.11 (15 mins)
0% user, 0% kemel, 0% 10, 100% idle
495.48 MB total, 53.18 MB used

258.86 MB total, 0 bytes used

7.62 GB total, 1.22 GB used



Login: root
& webmin
Cambio de Idioma y Tema
Configuracién de Webmin
Copia Seguridad Archivos
Configuracién
Histérico de Acciones de
Webmin
Usuarios de Webmin
indice de Servidores Webmin
@ sistema
Arranque y Parada
Autenticacion PAM
Cambio de Contrasenas
Configuracién de Inicio (SysV)
Copia de Seguridad de
Sistema de Archivos
MIME Type Programs
Pacman
Procesos en curso
Paginas del Manual
Rotacion de Histéricos (Logs)
Sistemas de Archivo de Disco
Y Red
Tareas Planificadas (Cron)
Usuarios y Grupos
@ servidores
Comparticion de Archivos de
Windows mediante Samba
Configuracion de Postfix
Lectura de Correo de
Usuarios
OpenSLP Server
Servidor CVS
Servidor SSH
Servidor Web Apache

%,

Configuracién de Médule

(3

Control de Acceso a IP

Interfaz de Usuario

&

Opciones de Pagina indice

s

Editar Categorias

S

Acceso anénimo a Modulo

@

Background Status Collection

A

Encriptacién SSL

Configuracion de Webmin

A

Puertos y Direcciones

¢

Médulos de Webmin

2

Mejorar version Webmin

Titulos de Modulos

=

Blogueo de Archivos

Hﬂ

Opciones Avanzadas

e

Autoridad de Certificado

Configuracion del proxy Squid:

Configuracion de Modulo

B

Diario

£

Sistema Operativo y entomo

¢

Autenticacion

3

Temas de Webmin

Mobile Device Options

&

Debugging Log File

A

Servidores Proxy y Descargas

-

Reubicar Modulos

@

Referenciadores de Confianza

.

Blocked Hosts and Users

&

Sending Email

Servidor Proxy Squid

Su directorio de cache de Squid /var/cache/squid no ha sido inicializado.Esto tiene que realizarse antes de que Squid se ejecute.
Inicializar Cache

&

Puertos y Trabajo en Red

X

Opciones de Cache

=
Otras Cachés

“»

Programas de Ayuda

&

Uso de Memoria

(&)

Control de Acceso

A

Logging

-

Opciones Administrativas

b

L B @

Pools de Retardo Control de Acceso de Cabeceras Refresca las Reglas

A o/ 2/

Configuracion del Redireccionamiento de Estadisticas de Gestor de Caché Cache Manager Passwords
Puertos

Programas de autentificacion

K

Opciones Varias

W

Limpiar y Reconstruir Caché

Iniciar Squid Presione sobre este botén para iniciar el servidor proxy Squid utilizando la configuracion actual.

Control de acceso

Una de las ventajas de Webmin, ademas de unificar la administracion del
sistema en un interfaz web, es que nos permite de manera sencilla delegar
determinadas labores de administraciéon a usuarios concretos. Por ejemplo,
podriamos crear un usuario encargado Unicamente de la gestién del proxy, o
del servidor web, del DNS, etc. Esto se realiza desde el apartado de gestién de
usuarios de Webmin, que a su vez nos permite definir el tipo de rol que
queremos asignarle al usuario.



Usuarios de Webmin

Seleccionar todo. | Invertir seleccion. | Crear un nuevo usuario de Webmin
Usuarios de Webmin

J root J admin _ proxy
Seleccionar todo. | Invertir seleccion. | Crear un nuevo usuario de Webmin
[ Borrar Seleccionado I

Grupos de Webmin

Grupos Webmin editables no definidos.

Crear un nuevo grupo de Webmin

& (D

Convertir usuarios Unix a Webmin Configurar la sincronizacion del usuario Configurar la autenticacion del usuario Ver sesiones de ingreso
Unix Unix

Configurar RBAC Password Restrictions User and Group Database

Indice de Modulo Editar Usuario de Webmin

i@ perechos de acceso de usuarios Webmin

Nombre de usuario

|proxy
B [ No cambiar v

—J Temporalmente bloqueado | Force change at next login
Real name I
Storage type Local files

[® user interface options
® security and limits options

[E Available Webmin modules

Seleccionar todo | Invertir seleccion

Webmin
—J Cambio de Idioma y Tema ) Configuracien de Usermin
) Configuracion de Webmin ) Copia Seguridad Archivos Configuracion
| Histdarico de Acciones de Webmin - Scheduled Webmin Functions
- Usuarios de Webmin 2 indice de Servidores Webmin
Sistema
) Amranque y Parada - Autenticacién PAM
- Cambio de Contrasefas ) Comandos Planificados
. configuracion de Inicio (SysV) . Copia de Seguridad de Sistema de Archivos
- Cuotas de Disco ) Histéricos (Logs) del Sistema
) LDAP Client ) MIME Type Programs
—J Pacman ) Procesos en curso

Modulos adicionales

En la distribucion de Webmin vienen incluidos una gran cantidad de mddulos
para gestionar servicios a través de Webmin. Podéis ver una lista completa de
maddulos “standard” aqui:

http://www.webmin.com/standard.html

Si no encontramos el servicio/herramienta que queremos gestionar via
Webmin en los médulos standard, podemos buscarlo en la lista de mddulos
desarrollados por terceros:


http://www.webmin.com/standard.html

http://www.webmin.com/third.html

Ejercicio 6.1 (Sdlo presencial):

Proxy web Squid

« http://www.squid-cache.org/
* http://es.wikipedia.org/wiki/Squid_(programa)

Squid es un servidor proxy basado en cédigo abierto. La misién de un servidor
proxy es hacer de intermediario entre una peticion de cliente y un servidor
remoto, almacenando (cacheando) la informacién por si nuevas peticiones de
clientes pudieran reaprovecharla. Tuvieron mucho auge hace unos afos ya que
gracias a ellos se conseguia ahorrar mucho ancho de banda, sobre todo con
contenidos estaticos y publicos. Hoy en dia que el ancho de banda sobra y los
contenidos son muy personalizados para el cliente no tienen tanto sentido,
excepto en aquellos sitios en los que se quiere tener una red privada
controlada donde todas las maquinas conectan a internet (principalmente la
web) a través de un Unico punto de salida, en este caso el servidor proxy.

Computer A

Computer B
Proxy Sarver Web server

Computar C


http://es.wikipedia.org/wiki/Squid_(programa)
http://www.squid-cache.org/
http://www.webmin.com/third.html

Los clientes de un servidor proxy

Cualquier navegador moderno tiene su apartado de configuracion donde
permite acceder a internet a través de proxy. Veamos como ejemplo la
configuracién necesaria en Firefox para acceder a un proxy.

2 B8 Preferencias de Firefox
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Configurar proxies para el acceso a Internet
! ) Sin proxy

_ Autodetectar configuracion del proxy para esta red
) Usar la configuracion del proxy del sistema
' ' Configuracion gpanual del proxy:

i Proxy HTTP: | 10.228.144.163 Puerto: 3128 =

: & Usar el mismo proxy para todo

Ejemplo: mozilla.org, net.nz, 192.168.1.024
URL para la configuracion automdtica del proxy:

w5 Aaripda ﬂl::aru:elar 3 .ﬁ.ceptarf

Una de las ventajas de un servidor proxy es que él mismo nos realizara las
peticiones de resolucién de nombres, por lo gue en el ordenador cliente no
hard falta que tenga ni siquiera configurado un DNS.

Configuracion: squid.conf

Toda la configuracién de squid se centraliza en un archivo: squid.conf. El
archivo en si no es complejo pero si muy extenso, aunque sélo deberemos
configurar aquellas preferencias que cambien el comportamiento por defecto.
Disponemos de una versidén documentada de este archivo donde se nos
explicard cada una de las directivas y su sintaxis, ademas de una pagina web
de referencia donde encontraremos ejemplos de uso de cada una de ellas:
config. Veamos algunas de las opciones mas importantes con las que nos
encontraremos.


https://roure.act.uji.es/wiki/doku.php?id=http:www.squid-cache.org:doc:config

Puerto de escucha de Squid

Por defecto, squid escuchara en el puerto 3128. Esta directiva es la que
configura esta caracteristica del servidor:

http port 10.228.144.163:3128

Directorio de caché de archivos

# ufs: Formato de almacenamiento de caché

# /var/cache/squid: Directorio del sistema donde almacenar la
cache

# 100: Ndmero de megabytes maximos a utilizar en la caché

# 16 256: Numero de directorios de primer y segundo nivel aa crear
(mejor no cambiar).

cache dir ufs /var/cache/squid 100 16 256

Limitando el acceso al proxy a una subred especifica

acl ip acl src 192.168.1.0/24
http access allow ip acl
http access deny all

Control de acceso

Los permisos y restricciones de acceso a nuestro proxy Squid las realizamos a
través de ACL's (Access Control List). Podemos definir diferentes tipos de ACL's,
a las que posteriormente les podremos aplicar, por orden, prioridades de
acceso.

Tenemos ACL's para controlar, principalmente, acceso a los puertos y acceso
por subredes.

Hoy en dia la navegacién web es el principal exponente de Internet, y
justamente en un proxy son los puertos de la web los que van a tener mas
éxito entre nuestros usuarios. Si nuestra politica en el proxy va a ser cerrar
todos los puertos menos los que queremos abrir (lo mas recomendable)
utilizaremos la siguiente configuracion.

acl SSL ports port 443

acl Safe ports port 80 # http

acl Safe ports port 21 # ftp

acl Safe ports port 443 # https

acl Safe ports port 70 # gopher

acl Safe ports port 210 # wais

acl Safe ports port 1025-65535 # unregistered ports
acl Safe ports port 280 # http-mgmt

acl Safe ports port 488 # gss-http

acl Safe ports port 591 # filemaker

acl Safe ports port 777 # multiling http

acl CONNECT method CONNECT

# Deny requests to certain unsafe ports
http access deny !Safe ports



# Deny CONNECT to other than secure SSL ports
http access deny CONNECT !SSL ports

Los puertos SSL necesitan una configuracién especifica, ya que la conexidn se
debe hacer a través de un tdnel utilizando los comandos CONNECT que nos
proporciona el protocolo HTTP.

El log de squid

 http://wiki.squid-cache.org/SquidFag/SquidlLogs
Toda la informacién relativa al funcionamiento y uso de nuestro servidor proxy
ird a parar a los archivos de log de squid, veamos en detalle su sintaxis y cémo
tratarlos para extraer la informacién que nos interesa.

logformat

Define la sintaxis con la que queremos almacenar el log en el archivo. Lo mejor
es utilizar las definiciones que nos vienen por defecto, ya que asi podremos
utilizar programas de parseo directamente, sin tener que informarle de
nuestras modificaciones.

logformat squid %ts.%03tu %6tr %>a %Ss/%03>Hs %<st Srm S%ru %un
%Sh/%<A %mt

access log

Define dénde se ubica el archivo de log de accesos a Squid, donde se
almacenaran los accesos de nuestros clientes al proxy. Toma como parametro
el archivo en nuestro sistema de ficheros, y el tipo de formato de log que
queremos aplicarle.

access log /var/log/squid/access.log squid

cache log

Define la localizacién del archivo de log principal de squid, donde se guardara
informacién general sobre el funcionamiento del proxy.

cache log /var/log/squid/cache.log
Utilidades de mantenimiento

Generador de estadisticas

El log de Squid contiene mucha informacidn interesante que puede ayudarnos
a conocer mejor cudl es el uso del proxy que se hace dia dia por nuestros
usuarios. Sarg es un programa que se encargara de parsear el log de squid y
generar una serie de reports diarios, semanales, o0 mensuales.

» http://sarg.sourceforge.net/



http://sarg.sourceforge.net/
http://wiki.squid-cache.org/SquidFaq/SquidLogs

FILE/PERIOD

J)

i) Squid Analysis Report Generator

Squid User Access Report

| CREATION DATE

USERS| BYTES | AVERAGE|

2011Jun22-20113un22

|Thu Jun 23 00:01:57 2011

2011Jun21-20113un2l

|'H'IIIE|:| Jun 22 00:01:54 2011

20113un20-20113un20

|TUIE Jun 21 00:01:50 2011

20113unl9-20113unl9

| Mon Jun 20 0020148 2011

2011JunlB-20113unlB

|5IJI1 Jun 19 00:01:42 2011

20113unl7-20113unl?

|SatJun 18 00:01:42 2011

2011Junl6-20113UnlG

| FrlJun 17 00:01:41 2011

20113unl15-20113unl5

|Thu Jun 16 00:01:34 2011

2011Junl4-20113unl4

|'H'IIIE|:| Jun 15 00:01:34 2011

20113unl3-20113unl3

|TUIE Jun 14 00:01:31 2011

2011Junl2-20113unl2

| Mon Jun 13 00:01:29 2011

2011Junll-20113unll

|5IJI1 Jun 12 00:01:26 2011

20113unlo-2011Junlo

|SatJun 11 00:01:24 2011

20113Jun09-20113un09

| Frl Jun 10 00:01:22 2011

2011Jun0B-20113un0B

|Thu Jun 9 00:01:19 2011

20113un07-20113un07

|'H'IIIE|:| Jun B 00:01:17 2011

20| 2.896| 99.094m|
27| 2.386| s8.25M|
23| 3.286| 142.60M|
33|  4.256| 128.97M|
27| 3.566| 131.99m|
21| 4.306| z205.08M|
30| 2.416| 80.60m
20| 1926 6&6.30M|
21| 2496 118.87M|
23| 2.376| 103.18M|
25| 4.516| 180.58M|
25| 2.726| 109.02mM|

2.74G| 100.95M|
21| 3.476| 165.62M|
21|o13.80M  43.51M|
20| 33.30M|  1.66M|

2011Jun06-20113un06

|TUIE Jun 7 00:01:19 2011

25| s.976| 238.87M|

20113un05-20113un05

| Mon Jun 6 00:01:18 2011

28| 6.186 220.73m

2011Jun04-20113un04

|5IJI'I Jun 5 00201:15 2011

20113un03-20113Jun03

|SatJun 4 00:01:11 2011

20113Jun02-20113uno2

| Frl Jun 3 00:01:09 2011

20113Jun01-20113un0l

|Thu Jun 2 00:01:07 2011

2011May31-2011May31

|'H'IIIE|:| Jun 1 00:01:42 2011

2011May30-2011May30

|TUIE May 31 00:01:42 2011

2011May29-2011May2o

| Mon May 30 00:01:40 2011

26| 4.296| 165.23M|
22| 4.796| 218.08M|
27| 3326 123.23M|
28| 4.616| 164.76M|
26| 3.84G| 147.00m|
23| 4.50G6| 199.96M|
23| a.a16| 178.85M|
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rd) J) : ;
v ) JJJ Squid Analysis Report Generator

Squid User Access Report
Period: 2011 Jun 22
Sort: BYTES, reverse

Top users

Top sites
Sltes & USers
Cown loads
Denled accesses

Authentication Fallures

num| |userip CONMECT| BYTES | o%0BYTES| IN-CACHE-OUT |ELAPSED TIME|MILLISEC |o%TIME|
J@ 20.93k| 504.37M| 17.40%| 5.31%]| g4.60%| 06:41:22| 24.082.895| 6.43%)]
J@ 22.96k| 486.85M| 16.80%| 35.07%| 64.93%)| 05:40:35| 20.435.050| 5.45%)|
J@ 10.74k| 352.82m| 12.17%| 8.22%| o1.78%)| 15:05:17| 54.317.107] 14.99%)|
J@ 1.84k| 305.07M| 10.53%| 1.35%| ga.65%] 02:25:16| 8.716.012| 2.33%)
J@ 2.02k| 237.66M|  B.20%| 0.83%| 99.17%| 01:09:08] 4.148.101] 1.11%)
J@ 7.89k| 194.30m|  s.98%| 10.13%| soa7ew 02:33:41)  9.221.448] 2.46%)
J@ 6.61k| 126.32M|  4.36%| 5.25%| g4.75%| 00:52:11|  3.131.930| 0.84%)]
J@ 2206/ 117.97M|  4.07%| 3.28%| g6.72%| 04:19:21| 15.561.861| 4.15%)]
J@ s.eek| 71.51m| z.a7w| 11.62%| s 19:04:19| 68.5659.924| 18.32%)
ﬂ@ 4.50k| 71.44M| 2.46%| 11.40%| s8.51%| 00:22:26] 1.346.804| 0.36%)]
j@ 3.54k| s9.80M| 2.41%| s5.76%| g4.24%| 01:11:48 4.300.449) 1.15%)]
ﬂ@ 2.65k| 66.56M| 2.30%| 1.38%| o8.62%| o1:19:51]  4.791.142| 1.28%|
ﬂ@ 4.08k| 56.65M| 1.95%| 16.47%| 83.53%] 04:45:36] 17.136.141] 4.57%)|
ﬂ@ 2.61k| se.10m| 1.94%| 2.03%| 97.97%| 03:47:44| 13.664.668) 3.65%)]
ﬂ@ 1.83k| 52.38M| 1.81%| 4.85%| o5.15%| 01:35:31]  5.731.416] 1.53%
ﬂ@ a.70k| ss.91m| 155%| s.48%| os.52% 05:39:03| 20.343.195| s.43%)
ﬂ@ 4.76K| 43.53M| 1.50%| 43.01%| s6.99%) 01:03:03| 3.783.836) 1.01%)
ﬂ@ 2.02k| 26.41m| 0.91%| 3.47%| 96.53%)| 21:06:21| 75.981.108] 20.27%)|
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Proxies en guifi.net

Dentro de guifi.net, justamente cobra sentido un servidor proxy, donde los
clientes que conectan a través de él no tienen conexién directa a internet, por
lo que pueden utilizarlo como pasarela centralizada a Internet. Con una Unica
conexién a Internet podemos dar acceso a mucha gente, teniendo un control
absoluto de lo que se permite hacer.

Una de las implementaciones mas exitosas dentro de la red guifi.net es la
llamada “Federacién de proxies”. La idea consiste en dar de alta un proxy en la
web de guifi.net, y permitir conectar a dicho proxy a aquellos usuarios de
guifi.net que nosotros queramos. ;Cémo hacerlo?

Primero que nada, deberemos decidir a qué grupo de usuarios gueremos
permitir el acceso a Internet a través de nuestro proxy. Tenemos 2 opciones:

» Permitir a cualquier usuario que se ha dado de alta en guifi.net conectar



a través de nuestro proxy con su usuario/contrasefa.
« Permitir Unicamente a los usuarios que nosotros damos de alta conectar
con su usuario/contrasena.

Siguiendo una serie de pasos en la configuracidon del Squid, y descargando
periédicamente una base de datos de usuarios/contrasefia que se han dado de
alta en la web, podemos crear un sistema controlado de acceso a nuestro
proxy, evitando la anonimidad de los accesos.

Estat:
Operatiu =

Proxy configuracio

Descarrega:
4M &

-

Carregueu:
256k *

Federacid del proxy:
& 1IN - Els usuaris d'altres proxis poden fer-lo servir

& ouUT - els usuaris del proxi poden fer-ne servir d'altres

Nom:
10.228.144.163

Port:
3128

Tipus:
HTTE =

Los usuarios de los proxies federados pueden darse de alta ellos mismos en la
web de guifi.net, siguiendo estos pasos:

« Primero que nada, deberdn tener dado de alta un nodo con una antena
cliente operativa.

« En la pagina de su nodo, hay una seccién de “usuarios”. Ahi pueden dar
de alta un nuevo usuario, que sera de la forma “nombre.apellidos”. El
usuario pasara al estado “Pendiente de revision”.

« Alguien de guifi.net revisa constantemente esa lista de usuarios, y
aprobard aquellos usuarios que estan en la cola de pendientes.

« Con ese usuario/contraseina, ya pueden entrar a cualquier proxy federado
de qguifi.net.



Usuaris @ CdPAlicante01 Sl Fdita  Seguiment

dades trastos distancies grafiques enllagos mapa de perfils serveis

Usuaris @ CdPAlicante01:

@ Rubert, David (david.rubert)proxyCastalia - Approved
adreca de correu electronic (disponible si estas identificat a la web) - creat per: maus a 19/7/10 20:29 - actualitzat per: maus a Dm, 03/08/2010 - 11:48

Edita I'usuari seleccionat | | Afegir usuari

3737 lectures CNML Versio per a imprimir Enviar per correu PDF version

Guifi.net - Avis Legal - 8-

edit I'usuari david.rubert

Nom:
David

The real user name (Firstname)

will be used while building the username
e. middle initial)
Please enter real data, if fake information is entered, administrators might remowe this user

If username results duplicated, add more wo
Cognom:
|Rubert

El cognem de l'usuari

david.rubert

El nom d'usuari resultant
Estat:

Approved ¥

Node:
18410-C5, CdPAlicante01
Select the node where the user is
You can find the node by introducing part of the node id number, zone name or node name. A list with all matching values with a maximum of 50

You can refine the text to find your choice

Escriu una nova contrasenya:
Contrasenya:

Confirma la contrasenya:

To change/set the current user password, enter the new password in both fields

Configuracion principal de Squid para integrarse con los
proxies federados

Esta seria la configuracién principal de un servidor Squid para hacerlo
funcionar contra el archivo de usuarios/contrasefas de guifi.net.

acl SSL ports port 443
acl Safe ports port 80 # http
acl Safe ports port 443 # https



acl CONNECT method CONNECT

# Autenticacio

auth param basic program /usr/libexec/ncsa auth
/etc/squid/guifinet passwd

acl usuaris proxy auth REQUIRED

# Blocked domains
acl blockeddomain dstdomain "/etc/squid/blocked.domains.acl"

# Access priority

http access deny CONNECT !SSL ports
http access deny !Safe ports

http access deny blockeddomain

http access allow usuaris

http access deny all

Script de actualizacion de los usuarios de los proxies
federados de guifi.net

Si tenemos montado un proxy federado y queremos que la lista de autorizados
se actualice en funcién de la informacién que se va generando en la web,
deberemos utilizar un script que obtenga la lista de usuarios autorizados en
nuestro proxy, la guarde, y reinicie squid. Este script es conveniente ejecutarlo
a intervalos regulares de tiempo (por ejemplo, cada 30min.) en un cron.

#!/bin/bash

PROXY ID=31803
TMP=$ (mktemp)

/bin/wget --timeout=240
http://www.guifi.net/es/node/$PROXY ID/view/federated -q0 $TMP
/bin/touch /etc/squid/guifinet passwd
OK="/bin/cat $TMP|wc -1°
NEW="/usr/bin/diff /etc/squid/guifinet passwd $TMP|wc -1°
if [ $0K != "0" ]; then
if [ $NEW != "0" ]; then
/bin/cp $TMP /etc/squid/guifinet passwd
/etc/init.d/squid reload
fi;
fi;
rm -f $TMP
Ejercicio 6.2http://quifi.net

Squid con Webmin

La herramienta de configuracién de sistema via web Webmin de la que hemos
hablado antes nos permite administrar de una manera cémoda todas las
funciones principales de Squid. Veamos las partes de configuraciéon web mas


http://guifi.net/

importantes.

Ayuda..
Configuracién de
Mddulo

&

Puertos y Trabajo en Red

X

Opciones de Caché

b

Programas de autentificacion

X

Opciones Varias

Redireccionamiento de Puertos

®

Limpiar y Reconstruir Caché

Control de acceso

Servidor Proxy Squid

Otras Cachés

L=

Programas de Ayuda

Pools de Retardo

Configuracion del

Squid version 3.1

&

Uso de Memoaria

B

Control de Acceso

Control de Acceso de Cabeceras

3/

Estadisticas de Gestor de Caché

Aplicar Cambios
Parar Squid
Buscar Documentos..

A

Logging

-

Opciones Administrativas

o

Refresca las Reglas

A

Cache Manager Passwords

Podemos definir los tipos de control de acceso que queremos aplicar, y el
orden en el que los queremos aplicar para que unos tengan prioridad sobre

Control de Acceso

otros.

Indice de Médulo

Ayuda..

Listas de control de Acceso  Restricciones Proxy
Nombre Tipo

manager Protocolo URL
localhost Direccion de Cliente
to_localhost Direccién de Servidor Web
localnet Direccién de Cliente
localnet Direccién de Cliente
localnet Direccién de Cliente
localnet Direccion de Cliente
localnet Direccion de Cliente
SSL_ports Puerto URL
Safe_ports Puerto URL
Safe_ports Puerto URL
Safe_ports Puerto URL
Safe_ports Puerto URL
Safe_ports Puerto URL
Safe_ports Puerto URL
Safe_ports Puerto URL
Safe_ports Puerto URL
Safe_ports Puerto URL
Safe_ports Puerto URL
CONNECT Método de Peticion

| Crear nueva ACL || Autentificacién Externa

4 Regresar a indice squid

Restricciones ICP  Programas externos ACL

cache_object
127.0.0.1/32 ::1

127.0.0.0/8 0.0.0.0/32 ::1

10.0.0.0/8
172.16.0.0/12
192.168.0.0/16
fc00::/7
feB0::/10

443

80

21

443

70

210
1025-65535
280

488

591

777
CONNECT

Aplicar Cambios
Parar Squid

Reply proxy restrictions
Coincidiendo con...



Indice de Modulo Aplicar Cambios

Ayuda.. Control de Acceso parar squid

Listas de control de Acceso  Restricciones Proxy Restricciones ICP  Programas externos ACL  Reply proxy restrictions
Afiadir restriccion proxy

Accion ACLs Mover
Permitir manager localhost +
Denegar manager +4+
Denegar I1Safe_ports + 1+
Denegar CONNECT !SSL _ports 34
Permitir localnet + 4+
Permitir localhost N
Denegar all +

Ariadir restriccion proxy

| Delete Selected Restrictions |

& Regresar a indice squid

Usuarios y autenticacion basica

Si queremos tener una base de datos de usuario/contrasefia autorizados para
acceder al proxy, y no queremos hacer un montaje de proxies federados,
podemos realizar la siguiente configuracién desde Webmin.

1. Afladimos un “Programa de autentificacion” del tipo “Autenticacion basica” ,
“Por defecto de Webmin”. Es decir, vamos a utilizar autenticacién basica en el
navegador autenticando contra un archivo de usuarios del estilo de Apache.

2. Anadiremos los usuarios en la nueva seccion de “Usuarios” que nos aparece.

3. En el control de acceso, afadimos una nueva ACL del tipo “Autentificacién
Externa” llamada “autenticados”.

4. Le damos prioridad a esta ACL, de manera que si el usuario se autentica se
le permita conectarse al proxy.

Indice de Médulo . . r Aplicar Cambios
Ay Programas de Autenticacion P S
Opciones de programa de autenticacién externo

Programa de autenticacién basica @ Ninguno O Por defecto de Webmin O I E

Namero de programas de autentificacién ‘@ Por defecto ' I

Tiempo de caché de autentificacion © Pordefecto © | horas v

Hechizo de autentificacié ‘® Por defecto |

Programa de autenticacién de resumen

®

' Ninguno I \:\

(03

Numero de programas de autentificacion ! Por defecto -

®

o de autentifi ) Por defecto

Programa de autenticacién de NTLM

®

' Ninguno |
Numero de programas de autentificacién @ Pordefecto < I

Namero de veces que se puede reutilizar un reto NTLM @ Pordefecto

Tiempo de vida de los retos NTLM @ Por defecto ' | horas v

El TTL IP de Autenticacién ha de ser > 0 si esta utilizando una ACL "max_user_ip". Introduzca el tiempo durante el cual quiere que Squid recuerde la relacién Usuario/IP. El
usuario solo podra entrar desde |la IP memorizada hasta que haya pasado este tiempo, aunque haya cerrado el navegador.

Tiempo de caché de autentificacién de IP '@ Pordefecto ' horas v

Salvar



Indice de Médulo Crear ACL

Autentificacion Externa ACL

Nombre ACL |autenticados| |

Usuarios Externos Autorizados @ Todos los usuarios ©' Sdlo los listados..

URL de Fallo

Almacenar ACL en archivo @ Configuracién Squid ' Separate file l:|

) jUsar s6lo contenidos existentes del archivo?

Salvar

4 Regresar a Lista ACL | Regresar a indice

Listas de control de Acceso  Restricciones Proxy  Restricciones ICP Programas extemos ACL ~ Reply proxy restrictions
Anadir restriccion proxy

Accidn ACLs

_| Permitir manager localhost

| Denegar manager

] Denegar |Safe_ports

.| Denegar CONNECT ISSL_ports
_| Denegar all

_J Permitir localnet

_| Permitir localhost

Anadir restriccion proxy

' Delete Selected Restrictions

4 Regresar a Indice squid

R Crear Restriccion de Proxy

Acclén @ Permitir © Denegar

Coincidir con ACLs |g) '« | No coincidir con ACLs (g B
manager manager
Jocalhost localhost
to_localhost to_localhost
localnet localnet
SSL_ports SSL_ports
Safe ports Safe_ports
COMNNECT CONNECT
autenticados g autenticados

Salvar

‘ Regresar a Lista de ACL | Regresar a indice



Indice de Modulo Crear Usuario de Proxy

Detalles de Usuaric de Proxy

Nombre de Usuario ]

Contrasena |

LActivado? @ S5 Y No

Crear

4 Regresar a lista de usuarios | Regresar a indice

Ejercicio 6.3 (presencial)
http://150.128.49.223/squid-reports

Servidor de graficas

* http://es.wiki.quifi.net/wiki/Servidor_de_graficas
« https://gitorious.org/quifi/snpservices

Una de las herramientas mas utiles de las que disponemos en la web de
guifi.net, es la de poder ver en cada momento el estado de un supernodo
gracias a unas graficas donde se representa el trafico transferido en cada uno
de los interfaces, asi como otras graficas con la latencia del ping. Ejemplos:

Supernode: CS-UJI-Scolicom - wLANSs in

400k
300k
[%]
i 200k
T
0
100k
!
o .-’_“,Il-"“ 'J'L_NJ' A A, e . RN R S _-."-’ﬂ“'\.-.. y.
18:00 20:00 22:00 0000 02:00 0400 0&:00 0&:00 10:00 12:00 14:00 1&:00
Hiow AVQ Max Total
[ | CE-UJI-Eikl.1 inm 1%5.14 k 1BEE.DE k 3959.25 k 15.5%4 cb
] CE-UJI-Bibl.AF3-317 in 7.44 k BE.44 k 244,57 k T26.42 Mb
O CE-UJI-Eibl.Z in 1.05 k T.63 k E4.11 k 657.12 Mb
O CE-UJI-Eibl.TZ imn 17%. 67 il 5E 1z 15.6% k 133.58 Mb
[ | CE-UJI-Eibl.T1 inm 0.00 0.00 o.oD 0.00 b
(] CE-DJI-Eibl-T3-40 in —nan —nan —nan 0.0l b
TOTAL: 17.45 ob


https://gitorious.org/guifi/snpservices
http://es.wiki.guifi.net/wiki/Servidor_de_gr%C3%A1ficas

Supernode: C5-UJl-Solicom - wLANs out

-
15 M |
@ 10M
e u’\ﬂ/ﬁ o P
fis] "".qvu
05M WJ i —VH( ﬂw"
|’ r.a
|| | l_‘f |. r"‘l " IJ
0.0 ,.LJ"‘NFNL I J L~ Lt iy i L,
18:00 20 UU 22:00 0000 02:00 04:00 0&:00 0g: UU 10: UU 12:00 14.00 15:00
How Avg Max Total
[ | CE-UJI-Eikl.1 cut E52.54 k 4. 4% k 1.96 M 41. B0 cb
] CE-UJI-Eikl.2 cut 5.31 k 117.40 k 1.50 M 10.11 cb
O CE-UJI-EibBl.AF3-317 cut 96.30 k 25.69 k EOE. 20 k 2.21 Gb
O CE-UJI-Eikl. T2 cut 02,62 16.5%% k 1BE.04 k 1.46 ©b
[ ] CE-UJI-Eikl.T1 cut o.oo o.oo o.oo 0.0l b
(0] CE-UJI-Eibl-T3-40 ocut -nan -nan -nan 0.00 b
TOTAL: S5 BB L
device: CdPAlicanteMain - ping latency - online (98 .96 %)
= l2kf
& 10k
—
w 0Bk
5]
E 06k
= 04k
o
@ 02K
B o, | . . - . .
’ 18:00 20:00 22:00 00:00 02:00 04:00 06:00 05:00 10:00 12:00 14:00 16:00
How Avg Max
O cffline o.oo % 1.04 % BE.B6T % Last cffline: n/fa
| latency 2. B0 msec. 13%.32 msec. 1037.06 msec. Last cnline: 2011706511 17:10

Estas graficas nos proporcionan un histérico a 24h, 1 semana, 1 mes o 1 ano
del estado de nuestro nodo.

Pero estas gréaficas no se generan directamente desde la web de guifi.net.
iComo es posible que desde Internet podamos ver las graficas que monitorizan
diferentes nodos/supernodos, incluso aquellos ubicados en zonas sobre las que
no podemos acceder? Veamos cémo funciona.

Para entender como llega a funcionar este servicio, tenemos que explicar un
poco la infraestructura utilizada. Partimos de las siguientes premisas:

* No es un servicio centralizado, sino distribuido. Hay repartidos decenas
de servidores de graficas por toda la geografia.

« Cada servidor de graficas se encarga de una o varias zonas. Para definir
de gqué zona se encarga cada servidor deberemos tener acceso a la
edicion de zonas (Castell6 de la Plana, Almassora, Atzeneta, etc.)

« La maquina que vaya a hacer de servidor de gréaficas es muy
recomendable que tenga doble pata Internet-quifi.net, de manera que a
medida que monitoriza y guarda informacioén sobre los nodos de su zona
publicara dicha informacién en forma de graficas por la pata de Internet.

* Una vez montado el servicio, todos los nuevos nodos que se afiadan en
las zonas que monitoriza el servidor de graficas se procesaran
automaticamente, sin intervencién por nuestra parte.

Por tanto, partimos de una maquina con conectividad guifi.net, dispuesta a
monitorizar una serie de nodos conectados a su red, y que ademas tiene



conectividad con Internet, donde publicara las graficas de cada uno de estos
nodos que estd monitorizando. ;Qué mejor sistema que un GNU/Linux para
llevarlo a cabo? Veamos las herramientas que necesitaremos para llevar a
buen puerto el montaje de este servicio.

Ejercicio 6.4

» http://quifi.net/uji
» http://quifi.net/ca/node/35901

snpservices. Dependencias

La herramienta desarrollada desde guifi.net que consigue el propdsito que
hemos comentado se llama snpservices. Esta herramienta tiene dependencia
con varios proyectos de software libre que seguro que os suenan y que
pasamos a detallar.

Apache

+ http://es.wikipedia.org/wiki/Servidor HTTP_Apache
* http://httpd.apache.org/

Apache es el servidor web de cddigo abierto mas utilizado del mundo.

PHP

« http://es.wikipedia.org/wiki/Php
» http://php.net/

PHP es el lenguaje de scripting orientado a la web mas utilizado del mundo.

RRDtool

* http://es.wikipedia.org/wiki/RRDtool
» http://oss.oetiker.ch/rrdtool/

Round Robin Database Tool. Herramienta de registro y creacién de gréficas
para datos procesables en series temporales.

MRTG

e http://es.wikipedia.org/wiki/MRTG
* http://oss.oetiker.ch/mrtg/

Herramienta de supervisién y monitorizaciéon de hardware de red (tipicamente
routers), totalmente dependiente de RRDtool.

Aunque no tenemos que conocer a fondo cada uno de estos programas, si que


http://oss.oetiker.ch/mrtg/
http://es.wikipedia.org/wiki/MRTG
http://oss.oetiker.ch/rrdtool/
http://es.wikipedia.org/wiki/RRDtool
http://php.net/
http://es.wikipedia.org/wiki/Php
http://httpd.apache.org/
http://es.wikipedia.org/wiki/Servidor_HTTP_Apache
http://guifi.net/ca/node/35901
http://guifi.net/uji

tenemos que saber qué misién cumplen en el conjunto para llegar a dar el
servicio de snpservices.

SNMP

» http://es.wikipedia.org/wiki/SNMP
Es el protocolo utilizado para intercambiar informaciéon de estado entre
dispositivos de comunicacion. Es perfecto para monitorizar trafico, estado y
disponibilidad de diferentes interfaces de red de un dispositivo. Funciona a
través del puerto UDP/161, y aunque la estructura de datos intercambiada es
compleja, Unicamente deberemos saber como habilitarlo en un dispositivo, ya
gue la faena sucia de consultar, tratar y almacenar los datos la hara por
nosotros el mrtg.

La Unica configuracién que deberemos realizar en el servicio SNMP es definir la
comunidad, en este caso la standard para permitir el acceso en modo lectura a
los datos: public.

Instalando y configurando snpservices

Podemos obtener snpservices directamente desde el repositorio donde se
realiza el desarrollo, 0 empaquetado para nuestra distribucion si utilizamos
Debian/Ubuntu.

Repositorio GIT del desarrollo principal:

 https://gitorious.org/quifi/snpservices
Repositorio GIT del desarrollo del script de empaquetado .deb:

 https://www.qgitorious.org/quifi/snpservices-debian
Si no queremos complicarnos la vida, podemos anadir directamente un
repositorio donde encontramos los binarios empaquetados directamente para
Debian/Ubuntu:

# vi /etc/apt/sources.list

deb http://repo.vic.gquifi.net/debian/ ./
# apt-get update

# apt-get install snp-services

En este articulo del wiki oficial de guifi.net nos lo explican:

* http://es.wiki.quifi.net/wiki/Servidor_de_graficas

Apache

Como sabéis, la configuracidon de Apache se puede complicar extremadamente.
En este caso vamos a presuponer gue queremos la configuracién mas sencilla
posible, donde tenemos un servidor Apache corriendo en un servidor, y el
maddulo de PHP5 funcionando en él.

Para habilitar la publicacién de las graficas desde Apache deberemos permitir
la ejecucién de PHP en el directorio /usr/share/snpservices, habilitdndola en la


http://es.wiki.guifi.net/wiki/Servidor_de_gr%C3%A1ficas
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URL /snpservices/ de nuestro servidor. Esta seria la directiva que
necesitariamos en el archivo apache.conf:

Alias /snpservices/ /usr/share/snpservices/

Una vez hecho esto, ya tendremos operativa la URL necesaria para la
publicacién de graficas, que tendra esta pinta:

http://direccion-ip-del-servidor/snpservices/graph/graph.php

Dar de alta el servicio de graficas en guifi.net

Antes de continuar con la instalacién/configuracién de snpservices, veamos
cdémo dar de alta el servicio en guifi.net. Este paso es muy importante, ya que,
como sabéis, la integracién de la informacion de la web con la configuracién
del sistema es vital para que funcionen las cosas en guifi.net. Mas si cabe en
este servicio.

Al dar de alta el nuevo servicio de graficas, nos va a pedir una informacion
clave, que es la URL donde publica las graficas este servidor. Tenemos que
hacer coincidir esta informacién con la URL que hemos dado de alta
previamente en Apache. Ademas de esto, nos pedira que asociemos el
servicio a un servidor que previamente debemos haber registrado y asignado
una IP publica.

Tipus de servei

Nom curt:
C5UlIGraphServer

Contacte:
mperez@icc.uiji.es

Trasto:

Estat:
Operatiu v

SNPgraphs configuracio

version:
1.0 v

url:
http://castello.quifi.net/snpservices/graphs/graphs.php

Informacia de la revisio

Fitxers adjunts

Posteriormente, deberemos indicarle a la zona guifi.net que este nuevo
servidor de graficas sera el que se encargard de proporcionar las graficas. Para
ello, editaremos la zona y rellenaremos el campo de “servidor de grafiques per
defecte”.



Zone dynamic mesh mode:
infraestructura v

Fus horari:
(GMT+01:00) Gurb, France, Germany, Italy A

Pagina inicial de la zona:
http://castello.quifi.net/

notificacio per e-mail:
lluis.dalmau@guifi.net, mperez@icc.uji.es, boronat@Isi.uji.es

Serveis de la Zona

proxy per defecte:
Agafar dels pares

servidor de grafiques per defecte:
21314-Castello de la Plana, CSUJIGraphServer

Ejercicio 6.5 “”

» http://quifi.net/castello

« ;Cual es la URL donde publica las graficas el servidor de graficas de la

UJI?

« ;Qué servidor de gréficas se encarga de la zona de Albocasser?

RRDTOOL & MRTG

Como ya hemos comentado son unas herramientas escritas en perl, cuya

misidn es:

« RRDTOOL: Almacena datos de cualquier tipo en series progresivas de
tiempo y los representa en graficas.

« MRTG: Consulta dispositivos de red, y obtiene y procesa los datos
necesarios para almacenarlos en la base de datos de RRDTOOL.

Las herramientas son bastante complejas de configurar. Es por esto que el
paquete snpservices automatizara la creacion de los archivos de configuracion
por nosotros, ademas de actualizar constantemente la informacién sobre los

trastos a monitorizar.

Configuracion de SNPSERVICES

Con el ID de servicio de SNP Graph Server que hemos obtenido registrando
nuestro servicio previamente en guifi.net, editamos el siguiente archivo para

introducir 2 variables:


http://guifi.net/castello

# vi /etc/snpservices/config.php

$SNPGraphServerId = 35207; // ID del nodo de nuestro servicio

$rootZone =

18688; // ID del nodo de la zona raiz

¢Qué nos falta por configurar? Pues poca cosa mas. Expliquemos un poco por

encima qué es lo que haria el montaje.

Hay un cron ubicado en /etc/cron.d/snpservices, que realiza 2 misiones:

« Cada 30 minutos se conecta a la web de guifi.net, y descarga todos los
nuevos nodos que hay que monitorizar para las zonas que estan
asignadas a nuestro servidor de graficas. Generara el archivo de
configuracién necesario para MRTG (esta ubicado en

/var/lib/snpservices/data/mrtg.cfqg).

« Cada 5 minutos, ejecutara los procesos de monitorizacién de perl MRTG
gue se encargaran de ir a consultar cada uno de los cacharros montados
en nuestra zona por SNMP, y con la informacién obtenida guardarla para
generar posteriormente las graficas. Veremos constantemente los

siguientes procesos en el sistema:

malva-serv:/usr/share/snpservices/data# ps aux

USER PID %CPU %MEM VSZ RSS TTY
COMMAND

root 1 0.0 0.0 2032 532 ?
init [2]

root 2 0.0 0.0 0 07
[kthreadd]

root 32275 1.0 1.6 25760 17060 ?

0:00 /usr/bin/perl -w /usr/bin/mrtg
/var/lib/snpservices/data/mrtg.cfg --lock-file
root 32276 0.0 1.6 25760 17024 ?

0:00 /usr/bin/perl -w /usr/bin/mrtg
/var/lib/snpservices/data/mrtg.cfg --lock-file
root 32277 0.0 0.0 1772 560 ?

0:00 /bin/ping -c5 -i 0.2 10.228.178.17 -q
root 32279 0.0 0.0 1772 556 ?

0:00 /bin/ping -c5 -i 0.2 10.228.178.68 -q
root 32280 0.0 1.6 25760 17060 ?

0:00 /usr/bin/perl -w /usr/bin/mrtg
/var/lib/snpservices/data/mrtg.cfg --lock-file
root 32283 0.0 1.6 25760 17024 ?

0:00 /usr/bin/perl -w /usr/bin/mrtg
/var/lib/snpservices/data/mrtg.cfg --lock-file
root 32284 0.0 1.6 25760 17060 ?

0:00 /usr/bin/perl -w /usr/bin/mrtg
/var/lib/snpservices/data/mrtg.cfg --lock-file
root 32288 0.0 1.6 25760 17024 ?

0:00 /usr/bin/perl -w /usr/bin/mrtg
/var/lib/snpservices/data/mrtg.cfg --lock-file
root 32290 0.0 1.5 25760 16520 ?

0:00 /usr/bin/perl -w /usr/bin/mrtg

STAT START  TIME
Ss  Jun23 0:15
S Jun23  0:00
S 18:55
/var/lock/mrtg

S 18:55
/var/lock/mrtg

S 18:55

S 18:55

S 18:55
/var/lock/mrtg

S 18:55
/var/lock/mrtg

S 18:55
/var/lock/mrtg

S 18:55
/var/lock/mrtg

S 18:55



/var/lib/snpservices/data/mrtg.cfg --lock-file /var/lock/mrtg
root 32292 0.0 1.6 25760 17024 7 S 18:55
0:00 /usr/bin/perl -w /usr/bin/mrtg
/var/lib/snpservices/data/mrtg.cfg --lock-file /var/lock/mrtg

root 32293 0.0 0.1 2620 1056 ? S 18:55

0:00 /bin/sh /usr/share/snpservices/common/ping.sh 10.228.135.4
root 32295 0.0 0.0 1772 560 ? S 18:55

0:00 /bin/ping -c5 -i 0.2 10.228.135.4 -q

root 32296 1.0 1.6 25760 17060 ? S 18:55

0:00 /usr/bin/perl -w /usr/bin/mrtg
/var/lib/snpservices/data/mrtg.cfg --lock-file /var/lock/mrtg
root 32299 0.0 1.6 25760 17024 ? S 18:55
0:00 /usr/bin/perl -w /usr/bin/mrtg
/var/lib/snpservices/data/mrtg.cfg --lock-file /var/lock/mrtg
root 32301 0.0 1.6 25760 17024 ? S 18:55
0:00 /usr/bin/perl -w /usr/bin/mrtg
/var/lib/snpservices/data/mrtg.cfg --lock-file /var/lock/mrtg
root 32302 0.0 1.6 25760 17024 ? S 18:55
0:00 /usr/bin/perl -w /usr/bin/mrtg
/var/lib/snpservices/data/mrtg.cfg --lock-file /var/lock/mrtg
root 32303 0.0 1.6 25760 17024 ? S 18:55
0:00 /usr/bin/perl -w /usr/bin/mrtg
/var/lib/snpservices/data/mrtg.cfg --lock-file /var/lock/mrtg
root 32304 3.0 1.6 25760 17096 ? S 18:55
0:00 /usr/bin/perl -w /usr/bin/mrtg
/var/lib/snpservices/data/mrtg.cfg --lock-file /var/lock/mrtg

root 32331 0.0 0.1 2620 1056 ? S 18:55

0:00 /bin/sh /usr/share/snpservices/common/ping.sh 10.228.135.49
root 32332 0.0 0.0 1772 556 ? S 18:55

0:00 /bin/ping -c5 -1 0.2 10.228.135.49 -q

root 32450 0.0 0.1 2620 1056 ? S 18:55

0:00 /bin/sh /usr/share/snpservices/common/ping.sh 10.228.166.7
root 32454 0.0 0.0 1772 556 ? S 18:55

0:00 /bin/ping -c5 -i 0.2 10.228.166.7 -q

Habilitar SNMP en nuestro dispositivo

Dependiendo del tipo de dispositivo que queramos monitorizar activaremos el
demonio SNMP de la manera que nos proporcione el sistema operativo. Por
ejemplo, para un router Mikrotik, tenemos la siguiente utilidad:

[admin@Castalia] /snmp> print
enabled: yes
contact: david.rubert@gmail.com
location: Castalia
engine-id:

trap-target: 0.0.0.0
trap-community: public

trap-version: 1



Consulta del estado del servicio SNMP

Para comprobar el correcto funcionamiento del SNMP en aquellos routers que
gqueramos monitorizar tenemos la herramienta snmpwalk. Con dicha
herramienta, podemos lanzar una consulta puntual SNMP de diferentes valores
del router, asegurandonos asi que nuestro servidor de graficas puede
monitorizarlo. Por ejemplo:

snmpwalk -c public -v1 10.228.144.161

Este comando nos muestra muchisima informacion relativa a nuestro nodo en
un momento del tiempo determinado. Si un proceso se encarga de consultar
esa informacién a intervalos regulares, podria conseguir el muestreo necesario
para generar un histérico de informacion. Esto es lo que hace mrtg por
nosotros.

Ejercicio 6.6
# ip route add 10.0.0.0/8 via 150.128.49.223

Resolucion de problemas tipicos

Una vez tenemos nuestro servidor de graficas funcionando, es posible que nos
encontremos con casos en que las graficas funcionan para unos supernodos
pero que no funcionen bien para otros (graficas vacias). Esto es debido a que
las consultas que realiza MRTG sobre los dispositivos depende totalmente de
cdmo se ha dado de alta el router en la web de guifi.net.

Por ejemplo, si damos de alta un router del tipo DD-WRT, entonces MRTG ira a
consultarle por el interfaz “vlanl”, mientras que si damos de alta un router
mikrotik con tarjetas inaldmbricas, ird a consultarle por los interfaces “wlanl”,
“wlan2”, etc.

DNS. Dnsmasq y Powerdns

» http://es.wikipedia.org/wiki/Dns
« http://www.thekelleys.org.uk/dnsmasqg/doc.html
e http://www.powerdns.com/

El DNS es uno de los servicios fundamentales en Internet, que pese a su
simpleza conceptual mantiene una complejidad técnica de montaje importante,
gue se acrecenta mas todavia cuando queremos utilizarlo sobre guifi.net.

El concepto del DNS es, como hemos comentado, muy simple. Se encarga de
traducir los nombres de internet a direcciones IP, o las direcciones IP en
nombres de Internet. Esta funcionalidad es requerida por casi cualquier
aplicacién de hoy en dia.

Arquitectura DNS

La arquitectura que se define en el DNS es jerarquica y distribuida. Dado que
seria imposible mantener una base de datos con todos los dominios y sus
zonas centralizadas en una Unica maquina a nivel mundial, se van delegando


http://www.powerdns.com/
http://www.thekelleys.org.uk/dnsmasq/doc.html
http://es.wikipedia.org/wiki/Dns

las zonas a diferentes servidores DNS autorizados, en funcién del nivel
jerarquico en el que nos encontremos. Veamoslo en un ejemplo:

root (.)
com. org. es. ip.
google.com. ietf.org. kernel.org. rediris.es. nec.jp.
groups.google.com. www.ietf.org. www rediris.es. fip.rediris.es.

Ademas de esto, el propio RFC del DNS define un sistema de caché que
implementan todos los servidores principales, donde se define un tiempo de
vida maximo para cada registro consultado, de manera que si un servidor
realiza una consulta remota, la guarda durante el tiempo méximo que le indica
el servidor autorizado para esa zona.

Los dominios de primer nivel (TLDs) los gestiona la ICANN, asi como los
servidores raiz. Ademas, determina las empresas registradoras a las que se les
permite gestionar las compras de los dominios de segundo nivel hechas por
cualquiera de nosotros (Godaddy.com, nic.es).

El servicio de DNS funciona en el puerto 53 y el protocolo que utiliza para las
consultas es el UDP.

Tipos de servidores DNS

Por tanto, podemos definir 4 o 5 comportamientos totalmente independientes
en un servidor DNS:

- DNS forwarder. Es el tipo de servidor DNS mas simple. Unicamente
redirige las peticiones hacia otro servidor DNS mas completo.

* DNS recursor. Servidor recursivo. Es un servidor DNS que acepta
consultas de clientes sobre todo tipo de registros (p.e. www.google.es). Si
no tiene la informacién, ird a preguntarla a la infraestructura DNS, y
posteriormente cacheara el registro el tiempo autorizado para tener la
respuesta preparada ante las siguientes consultas.

« Cache DNS. Utilizado en conjunto con el servidor recursivo. Almacena
todas las consultas de los clientes para tener la respuesta preparada
para posteriores solicitudes de resolucidn.

* Primary DNS. Servidor maestro de su zona. Es un servidor DNS que
tiene la autoridad para decidir a qué IP's resuelve cada uno de los
registros de su zona. Puede gestionar una o multiples zonas.



http://www.google.es/

+ Secondary DNS. Es un servidor que replica la zona de un servidor
primario. Se encarga de tener actualizada la zona principal con los
ultimos cambios que se han producido.

Ejemplo teodrico de peticion de cliente DNS

Cuando un cliente Windows/Linux pregunta a su servidor DNS cual es la IP de
www.rediris.es, se desencadena un proceso similar al siguiente:

« EI DNS que tiene configurado el cliente mira en su caché a ver si tiene el
registro y todavia no ha explirado, si lo tiene, responde de inmediato.

* Si no tiene el registro, se va a preguntar a los servidores ROOT-DNS
guién gestiona la zona de primer nivel .es.

* El root DNS responde con la IP del servidor que gestiona esos datos, y
nuestro DNS va a preguntarle al nuevo servidor por rediris.es.

» El servidor DNS de primer nivel (.es) responde con la IP del servidor DNS
de segundo nivel que gestiona el dominio rediris.es.

» Este servidor DNS del dominio de segundo nivel (rediris.es) es el maestro
de la zona, asi que podra responder con el registro que solicita nuestro
DNS, que a su vez responde a su cliente y cachea el registro para
posteriores ocasiones.

» cliente ’ * ’
~~ # ~ *
'-b- 'J -...“.. -
-l-.,“'

Implementaciones: DNSMasq

DNSMasq es un servidor DNS (y DHCP) muy simple en su concepto. Es un DNS
forwarder (no es DNS por si mismo sino que depende de otros) y es que con
una configuracién minima nos va a permitir tener operativo un servidor DNS


http://www.rediris.es/

capaz de resolver cualquier consulta de resolucion de nombres.

Instalacién y configuracion

Veamos cédmo instalarlo para una distribuciéon Debian/Ubuntu, no tiene ningln
misterio:

# apt-get install dnsmasq
# /etc/init.d/dnsmasq restart

El servidor de nombres al que ira a preguntar sera el que tengamos definido en
el archivo /etc/resolv.conf, por ejemplo:

nameserver 10.228.130.162

Podemos parametrizar diferentes aspectos del funcionamiento de dnsmasq a
través del archivo de configuracién /etc/dnsmasq.conf. Os dejo que le echéis un
vistazo si queréis cambiar algln funcionamiento en concreto.

El servidor DNS que lleva Mikrotik integrado es muy parecido a DNSMasq. Lo
configuramos asi:

[admin@Castalia] > /ip dns print
servers: 10.228.144.163
allow-remote-requests: yes
max-udp-packet-size: 512
cache-size: 2048KiB
cache-max-ttl: 1w
cache-used: 17KiB

Implementaciones: BIND

Servidor DNS mas utilizado de Internet, desarrollado actualmente por el ISC.
Lleva mucho tiempo en liza y es una apuesta segura, pero tiene una serie de
desventajas:

« Complejo de configurar para soluciones sencillas.
+ Almacenamiento de las zonas en archivos de texto.
» Desarrollado como un sistema arcaico, poco flexible.

BIND puede actuar como servidor DNS del tipo que queramos: recursivo,
cache, primario, secundario. Pero para configurarlo en cualquiera de estas
modalidades deberemos dedicar mucho tiempo en entender cémo funciona.

Implementaciones: PowerDNS

PowerDNS es una implementacién mas moderna que Bind de un servidor DNS,
con las siguientes caracteristicas:

* Tiene una implementacidn independiente de un servidor recursivo
(pdns-recursor).

* Soporta multiples backends (mysql, oracle, texto, BerkeleyDB,
geo, ldap, odbc, etc.)



Instalacion: pdns-recursor

Al instalar pdns-recursor estamos instalando un servidor 100% completo, capaz
de resolver por si mismo cualquier consulta y haciendo caché de los resultados.

Para instalarlo en Debian/Ubuntu, tenemos un paquete ya a medida en la
distribucion estandar:

# apt-get install pdns-recursor

A partir de ese momento ya podemos hacer todo tipo de consultas a nuestro
servidor:

$ host www.google.es localhost
www.google.es is an alias for www.google.com.
www.google.com is an alias for www.l.google.com.

www.l.google.com has address 74.125.39.104
www.l.google.com has address 74.125.39.103
www.l.google.com has address 74.125.39.147
www.l.google.com has address 74.125.39.99

www.l.google.com has address 74.125.39.106
www.l.google.com has address 74.125.39.105

Instalacion: PowerDNS Full

PowerDNS tiene un archivo de configuracién extenso pero bastante
comprensible, donde seleccionaremos entre otras cosas, el backend donde
guardaremos la informacién de las zonas, si vamos a actuar como DNS
recursivo, si vamos a actuar como DNS forwarder, en qué interfaz
escucharemos, en qué puerto, etc.

La informacién de la zona podemos almacenarla, por ejemplo, en una base de
datos mysql con la siguiente estructura de tablas como ejemplo:



PﬁPM.;J:Mﬂ‘Jjﬂ &3 localhost » G pdns

@@ fjEstructura A sqL J'Buscar =« Tracking (G Generar una consuli

3 Privilegios [E Eliminar

Base de datos Tabla - Accion Registros ! Tipo
pdns (3) = o ——— B % B X 2 |pnoDB ki
pdns (3) records g i #= @ * 33 |nnoDB li
supermasters (= O # @ 8 MylSAM |
X
3 tabla(s) Nuimero de filas 35 MylsSAM [
B domains
B records Marcar todos/as / Desmarcar todos Para los elementos que estan ma
B supermasters
i4 Vista de impresion [ Diccionario de datos
- “if Crear nueva tabla en la base de datos pdns
MNombre: MNamero de campos:
@ 1 podria ser aproximado. Léase la FAQ 3.11
mj},}y,ﬂd;ﬂjﬂ ©d localhost » & pdns » [E domains
@@ [EExaminar g§ Estructura . SOL J-~'Buscar = Tracking ZHcInsertar [EExportar [Sir

+” Mostrando registros 0 - 1 (~2 total, La consulta tardé 0.0008 seg)

Base de datos T T
pdns (3 ==
PerfilfPerfilamiento [ E
pdns (3)
X Mostrar: | |30 filas empezando de |o
g :’::;::5 en modo | herizontal - | y repetir los encabezados cada [100 | celdas
5] sirEEaEE Organizar seguin la clave: | Ninguna -
+ Opciones
— T id name master last check type notified serial account
# ¥ 1 castello.guifinet NULL NULL NATIVE NULL NULL
# ¥ 2 valencia.guifinet NULL NULL NATIVE NULL NULL
L Marcar todos/as / Desmarcar todos Para los elementos que estdn marcados: X ig
Mostrar: | |30 filas empezando de |0
en modo | horizontal * | y repetir los encabezados cada |100 celdas

rOperaciones sobre los resultados de la consulta
i Vista de impresion ' Previsualizacién para imprimir (decumento completo) Exportar [ CR

r Guardar esta consulta en favoritos

Etiqueta: Permitir que todo usuario pueda acceder a este favorito

[D 1 podria ser aproximado. Léase la FAQ 3.11



pﬁpfﬂ;jﬁ:dmjﬂ 3 localhost » & pdns » [ records
@@ [EExaminar pFEstructura  JiSQL 'Buscar @ Tracking 3#¢Insertar [EExportar [ZImportar %ZOper
]

+” Mostrando registros 0 - 29 (~33" total, La consulta tardé 0.0012 seg)

Base de datos o

pdns (3) ME=ES
Perfil/Perfilamiento [ Editar 1 [ Explicar el S¢
pdns (3)
X Mostrar: | [30 filas empezando de |30 > - N(
% E;:";?;Zs en modo | horizontal - | y repetir los encabezados cada [100 | celdas
B erE=EE Organizar segun la clave: | Ninguna &
+ Opciones
T id domain_id name type content ttl
G ] 1 castello.guifi.net SOA  dns.castello.guifi.net 604800
hostmaster.castello.guifi.n...

# X 19 1 castello.guifi.net NS dns.castello.guifi.net 604800
&£ X 20 1 castello.guifi.net NS dnsl.elementales.com 604800
# X n 1 castello.guifi.net MX marti.uji.es 604800
#F OX 22 1 castello.guifi.net A 10.228.130.162 604800
£ XK 24 1 dns.castello.guifi.net A 10.228.130.162 604800
#£ X 27 1 llar.castello.guifi.net A 10.228.130.35 604800
Ll ] 1 rainbow.castello.guifi.net A 10.228.144.161 604800
L 1 elebee.castello.guifi.net A 10.228.144.163 604800
# X 32 1 argelita.castello.guifi.net A 10.228.166.98 604800
S X a4z 1 dave.castello.guifi.net A 10.228.144.163 604800
£ XK aa 1 cangus.castello.guifi.net A 10.228.152.36 604800
# X a5 1 fbs.castello.guifi.net A 10.228.140.33 604800
L Y 1 castalia.castello.guifi.net A 10.228.144.161 604800
& X 51 1 betxilmaig.castello.guifi.net A 10.228.177.138 604800

Herramientas y ejemplos de DNS

Tenemos a nuestra disposicién varias herramientas para diagnosticar el
correcto funcionamiento de un DNS en la red. Recordemos que el DNS funciona
con trafico UDP por el puerto 53, y que una peticién de resolucién puede d

HOST & DIG

Host y Dig son las herramientas de diagndstico DNS que sustituyen al clasico
“nslookup” para consultar registros DNS en un servidor. “Dig” es para realizar
consultas més completas y “host” para consultas simples.

Sintaxis de uso:

HHHFV HHHF

dig @server hostname type

server: direccién IP del servidor al que queremos consultar
hostname: registro que queremos consultar

type: tipo de registro que queremos consultar (A, CNAME, NS)

host -t type hostname server

server: direccién IP del servidor al que queremos consultar
hostname: registro que queremos consultar

type: tipo de registro que queremos consultar (A, CNAME, NS)

Veamos un ejemplo:

malva-serv:/home/dave# dig www.guifi.net

.
’

<<>> DiG 9.7.3 <<>> www.guifi.net

;7 global options: +cmd



;5 Got answer:
;7 ->>HEADER<<- opcode: QUERY, status: NOERROR, id: 28078
;; Tflags: qr rd ra; QUERY: 1, ANSWER: 2, AUTHORITY: 2, ADDITIONAL:

2

;7 QUESTION SECTION:

;www.guifi.net. IN A

;» ANSWER SECTION:

www.guifi.net. 2746 IN  CNAME guifi.net.
guifi.net. 944 IN A 109.69.8.5

;» AUTHORITY SECTION:

guifi.net. 944 IN NS nsl.guifi.net.
guifi.net. 944 IN NS ns2.guifi.net.
;; ADDITIONAL SECTION:

nsl.quifi.net. 2746 IN A 109.69.8.6
ns2.gquifi.net. 2746 IN A 87.216.179.57

;7 Query time: 4 msec

;3 SERVER: 10.228.130.162#53(10.228.130.162)
;3 WHEN: Wed Jul 6 22:14:17 2011

;3 MSG SIZE rcvd: 129

Veamos ahora los ejemplos con host:

dave@casa:~$ host castello.guifi.net
castello.quifi.net has address 150.128.97.38

dave@casa:~$ host -t NS guifi.net 150.128.98.10
guifi.net name server nsl.guifi.net.
guifi.net name server ns2.quifi.net.

DNSTRACER

Utilizando la herramienta dnstracer podemos obtener un resultado visual y
real de lo que acabamos de contar.

dave@haddock:~$ dnstracer -c -4 -s "." www.rediris.es
Tracing to www.rediris.es[a] via A.ROOT-SERVERS.NET, maximum of 3
retries
A.ROOT-SERVERS.NET [.] (198.41.0.4)

I\ nsl5.communitydns.net [es] (194.0.1.15) Got authoritative
answer

|\ nsl.cesca.es [es] (84.88.0.3)

| [\ chico.rediris.es [rediris.es] (130.206.1.3) Got
authoritative answer

| [\ sun.rediris.es [rediris.es] (130.206.1.2) Got
authoritative answer



| I\ ns02.fccn.pt [rediris.es] (193.136.2.228) Got
authoritative answer

| [\ nsl5.communitydns.net [rediris.es] (194.0.1.15) Got
authoritative answer

| \  scsnms.switch.ch [rediris.es] (130.59.1.30) Got
authoritative answer

| \  scsnms.switch.ch [rediris.es] (130.59.10.30) Got
authoritative answer

I\ f.nic.es [es] (130.206.1.2) Got authoritative answer

|\ a.nic.es [es] (194.69.254.1)

| [\ nsl5.communitydns.net [rediris.es] (194.0.1.15) Got
authoritative answer

| I\ ns02.fccn.pt [rediris.es] (193.136.2.228) Got
authoritative answer

| [\ scsnms.switch.ch [rediris.es] (130.59.1.30) Got
authoritative answer

| [\ scsnms.switch.ch [rediris.es] (130.59.10.30) Got
authoritative answer

| [\ chico.rediris.es [rediris.es] (130.206.1.3) Got
authoritative answer

| \  sun.rediris.es [rediris.es] (130.206.1.2) Got
authoritative answer

I\ ns-ext.nic.cl [es] (200.1.123.14)

| [\ nsl5.communitydns.net [rediris.es] (194.0.1.15) Got
authoritative answer

| [\ chico.rediris.es [rediris.es] (130.206.1.3) Got
authoritative answer

| [\ sun.rediris.es [rediris.es] (130.206.1.2) Got
authoritative answer

| [\ scsnms.switch.ch [rediris.es] (130.59.1.30) Got
authoritative answer

| [\ scsnms.switch.ch [rediris.es] (130.59.10.30) Got
authoritative answer

| \__ ns02.fccn.pt [rediris.es] (193.136.2.228) Got
authoritative answer

I\ sns-pb.isc.org [es] (192.5.4.1)

| [\ scsnms.switch.ch [rediris.es] (130.59.1.30) Got
authoritative answer

| [\ scsnms.switch.ch [rediris.es] (130.59.10.30) Got
authoritative answer

| [\ ns02.fccn.pt [rediris.es] (193.136.2.228) Got
authoritative answer

| |\ nsl5.communitydns.net [rediris.es] (194.0.1.15) Got
authoritative answer

| [\ chico.rediris.es [rediris.es] (130.206.1.3) Got
authoritative answer

| \  sun.rediris.es [rediris.es] (130.206.1.2) Got
authoritative answer

\  ns3.nic.fr [es] (192.134.0.49)

[\ nsl5.communitydns.net [rediris.es] (194.0.1.15) Got
authoritative answer
[\ sun.rediris.es [rediris.es] (130.206.1.2) Got



authoritative answer

[\ ns02.fccn.pt [rediris.es] (193.136.2.228) Got
authoritative answer

[\ scsnms.switch.ch [rediris.es] (130.59.1.30) Got
authoritative answer

[\ scsnms.switch.ch [rediris.es] (130.59.10.30) Got
authoritative answer

\  chico.rediris.es [rediris.es] (130.206.1.3) Got
authoritative answer

Ejemplo de integracion con la web

Desde la propia web de castello.guifi.net, tenemos una integracién de drupal
con PowerDNS, de manera que cualquier usuario registrado puede afiadir un
registro de dns dentro del subdominio .castello.qguifi.net. Gracias a PowerDNS la
operacién es tan sencilla como afiadir un nuevo registro a la base de datos
MySQL.

[ guiﬁ.net ] Castello
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Inicio:

Gestiona tus propios registros DNS de castello.guifi.net
Editar

Desde aqui puedes anadir/borrar tus propies registros al dominio castello.guifi.net. La Gnica limitacion que tienes es que no podras afadir nombres que |
estén en uso.

Hostname IP Usuario Accion

llar.castello.guifi.net 10.228.130.35 giron Elimina[
rainbow. castello.guifi.net 10.228.144.161 dave Elimina[
elebee.castello.guifi_net 10.228.144.163 dave Eliminar
argelita.castello.guifi.net 10.228.166.98 mperez Eliminar
dave.castello.guifi.net 10.228.144.163 test Eliminar
cangus.castello.guifi.net 10.228.152.36 Gustave Edo Eliminar_
fbs.castello.guifi.net 10.228.140.33 rotobator Eliminar
castalia.castelle.guifi.net 10.228.144.161 dave Eliminar_

betxi1maig.castello.qguifi.net 10.228.177.138 mperez Eliminar
mpf.castello.guifi.net 10.228.144.162 mperez Eliminar
ashuraman.castelle.guifi.net 10.228.168.2 dave !Eliminal_'_
bartolo.castello.guifi.net 10.228.145.1 dave _Eliminal_'

Podéis probarlo vosotros/as mismos/as:

» http://castello.quifi.net/content/gestiona-tus-propios-reqgistros-dns-de-
castelloguifinet



http://castello.guifi.net/content/gestiona-tus-propios-registros-dns-de-castelloguifinet
http://castello.guifi.net/content/gestiona-tus-propios-registros-dns-de-castelloguifinet
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